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Abstract. Reputation systems are used by nearly every digital marketplace, but designs
vary and the effects of these designs are not well understood. We use a large-scale experi-
ment on Airbnb to study the causal effects of one particular design choice—the timing
with which feedback by one user about another is revealed on the platform. Feedback was
hidden until both parties submitted a review in the treatment group and was revealed im-
mediately after submission in the control group. The treatment stimulated more reviewing
in total. This is due to users’ curiosity about what their counterparty wrote and/or the de-
sire to have feedback visible to other users. We also show that the treatment reduced retali-
ation and reciprocation in feedback and led to lower ratings as a result. The effects of the
policy on feedback did not translate into reduced adverse selection on the platform.
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1. Introduction
Reputation systems are used by nearly every digital
marketplace to reduce problems stemming from infor-
mation asymmetry and moral hazard. They do so by
soliciting information about transaction quality and
displaying it to other market participants. However,
the creation of accurate reviews by market partici-
pants is voluntary and costly. As a result, reviews are
underprovided in the absence of an appropriate com-
pensation scheme (Avery et al. 1999). This leads to
missing information and a variety of biases, which
can affect outcomes for both buyers and sellers. For in-
stance, prior work shows that an upwardly biased
reputation system can cause buyers to unexpectedly
transact with low-quality sellers, which in turn makes
them less likely to transact on that platform again in
the future (Nosko and Tadelis 2015). These factors
make the design of effective reputation systems im-
portant for digital platforms.

We study the effects of an experimental change to
Airbnb’s reputation system. The system is two sided,
meaning that the guest and the host each have the op-
portunity to review one another. In the control group
of our experiment, reviews are revealed both to the
counterparty and to the public as soon as they are
submitted. This leaves open the possibility that the sec-
ond reviewer reciprocates or retaliates against the first
review. Prior research has suggested that this type of
behavior occurs on eBay and other platforms with
bilateral review systems (Cabral and Hortaçsu 2010,
Bolton et al. 2012). Our simultaneous reveal (SR) treat-
ment changes the timing with which a review is re-
vealed to the counterparty and on the platform. In the
treatment group, reviews are hidden until both parties
have reviewed or until the time to review (14 days)
has expired. After reviews are revealed, they cannot be
modified, which makes it impossible for users in the
treatment group to retaliate against a negative review.
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We study the effects of this treatment, first studied in
the laboratory by Bolton et al. (2012), on the types of
reviews that are submitted and on the subsequent de-
mand for treated sellers.

The treatment reduced the time to review by 17%
for guests and 9.9% for hosts. It also increased review
rates by 1.7% for guests and 9.8% for hosts. We hy-
pothesize that these effects are largely driven by an ex-
planation that has not previously been documented,
the desire to unveil reviews. This desire may be caused
by curiosity, or by a strategic incentive to have infor-
mation revealed more quickly to future trading part-
ners. In support of this explanation, we show that
whereas the treatment decreased the time from check-
out to first review by 9.7%, it decreased the amount of
time between the first and second review by much
more (35%). The change in review timing is seen for
guests and hosts across all levels of experience. In con-
cordance with predictions from prior literature (Bolton
et al. 2012), the treatment also changed the types of re-
views that were submitted. The ratings in the treat-
ment were more negative on average, but the effects
were small—the average guest rating was just 0.25%
lower in the treatment. The treatment also decreased
the correlation between guest and host ratings by 48%.

Next, we consider whether the lower ratings in the
treatment represent more accurate ratings due to the re-
duction in reciprocity, or whether they are solely due to
changes in who reviews. Because the treatment in-
creased review rates, selection effects are likely to be
present (Dellarocas and Wood 2007). We use the meth-
odology of principal stratification (Ding and Lu 2017) to
show that the treatment changed the reviewing behav-
ior of individuals who would have reviewed regardless
of the treatment. This, in addition to our results regard-
ing the correlation of guest and host ratings, provides
evidence that the effects on ratings reflect more accurate
reviews in the treatment group.

Last, we consider the effects of the treatment on subse-
quent host outcomes on the platform. If the reputation
systembecamemore informative due to simultaneous re-
veal, then treated sellers, especially those of lower quality,
should see less demand or should invest more in quality.
We do not detect causal effects of the treatment on subse-
quent listing demand. We hypothesize that this lack of
detectable effect is because of the small overall effect of
the treatment on the realized distribution of ratings. We
also test for heterogeneous effects across seller types and
find no evidence that ex ante worse hosts are hurt by the
treatment.Ourfindings contrastwith those of Bolton et al.
(2012) andHui et al. (2018), who find that similar changes
to reputation systems decreased demand for low-quality
sellers. We attribute this contrast to a number of factors,
whichwediscuss in greater detail in Section 2.

The rest of this paper proceeds as follows. In
Section 2, we describe the related literature in greater

detail. Next, in Section 3, we discuss the theoretical
framework for the study. Section 4 describes the
setting of Airbnb. In Section 5, we discuss the experi-
mental design, and in Sections 6 and 7, we discuss
treatment effects and evidence regarding the impor-
tance of unveiling and reciprocity. Section 8 contains
the results of robustness checks, and Section 9 con-
tains results pertaining to the effects of the experiment
on adverse selection. Last, we conclude and discuss
the implications of our results for reputation system
design.

2. Literature Review
We contribute to three related research themes within
the study of reputation systems. The first research
theme studies why people submit feedback and
whether this voluntary process produces bias. The
second research theme concerns the effects of reputa-
tion system design on submitted reviews and subse-
quent market outcomes in two-sided markets. The
third research theme concerns reciprocity and trust on
digital platforms including Airbnb.

Because the majority of reputation systems do not
contain a payment scheme, the number, accuracy, and
selection of realized reviews is determined by behav-
ioral factors and the details of a particular reputation
system. Avery et al. (1999) show that evaluations will
be underprovided in equilibrium without an appro-
priate payment scheme, and Miller et al. (2005) show
how to design a scoring system with accurate report-
ing of feedback in equilibrium. These factors have
been shown to matter in practice. Dellarocas and
Wood (2007) argue, using data from eBay, that people
with worse experiences are less likely to submit feed-
back. Subsequently, Nosko and Tadelis (2015), Cabral
and Li (2012), Lafky (2014), Fradkin et al. (2015), and
Brandes et al. (2020) have used experiments with
rankings, coupons, and reminders to provide evi-
dence for this hypothesis and the complementary hy-
pothesis that people with more extreme experiences
are more likely to review.

There are other reasons that the reviews collected
by a reputation system may be biased. Li and Hitt
(2008) argue that early buyers may have different
preferences than late buyers, which could cause early
reviews to be nonrepresentative. Bondi (2019) pro-
vides a model and empirical evidence of this phenom-
enon in the market for books. Filippas et al. (2018)
argue that because reviewers may feel bad hurting a
counterparty via a negative review, average review
scores may inflate over time on platforms.

There have also been a number of studies focused
on the effects of different reputation system designs in
two-sided markets. On Airbnb and similar markets,
there is potential for adverse selection and moral
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hazard on both sides of the market. This fact makes it
useful to have a two-sided reputation system. Howev-
er, two-sided reputation systems may also allow for
the conditioning of feedback on a counterparty’s first
rating, which can create biased feedback due to recip-
rocation and retaliation. Therefore, market designers
may face a trade-off between two-sidedness and bias.
Three papers (Bolton et al. 2012, Klein et al. 2016, Hui
et al. 2018) study these trade-offs.1

Bolton et al. (2012) use data from several platforms
as well as from laboratory experiments to document
retaliation in two-sided review systems. They find
that when mutually negative feedback occurs, the sec-
ond review occurs quickly after the first. This is stated
as evidence for retaliation. The authors propose a si-
multaneous reveal system, like the one studied in our
paper, and test it in the laboratory. They find that si-
multaneous reveal decreases review rates, ratings,
and the correlation between ratings.

We conduct and analyze the first field experimental
test of such a system. We find small effects on ratings,
increases in the number of reviews, and decreases in the
correlation of ratings. The differences in our results
highlight important trade-offs between field and labo-
ratory experiments. On the one hand, laboratory
experiments may miss important features of the eco-
nomic environment of a proposed policy (Levitt and
List 2007). On the other hand, as we discuss in Section
8, the experiment we study is not as “clean” as a labo-
ratory experiment, because of the practical considera-
tions involved in running a large-scale experiment
with a company. Differences between the laboratory
and our field setting include the social nature of the
transaction, the underlying distribution of transaction
quality, differences in how information was conveyed,
the salience of notifications to review, and the incentive
to have reviews revealed quickly. In particular, the in-
centive to have reviews revealed quickly is an impor-
tant driver of our results, and this factor is not present
in the laboratory experiments of Bolton et al. (2012).

Klein et al. (2016) and Hui et al. (2018) study the ef-
fects of eBay’s change from a two-sided to a (mostly)
one-sided reputation system using a before and after
observational study. We discuss these papers jointly
because they are similar and provide important evi-
dence on the effects of reputation system design. Klein
et al. (2016) argue that the main effect of the change
was to reduce strategic bias as measured by retaliato-
ry feedback. They then argue that this reduction in
bias leads to a decrease in moral hazard, as measured
by an increase in realized post-transaction ratings. In
contrast, Hui et al. (2018) argue that the improvement
in measured buyer satisfaction is due to a reduction in
adverse selection; namely, after the change, low-
quality sellers are less demanded even if they do not
exit the market. Our paper complements these papers

by studying a related policy in a different but equally
important market. Furthermore, we use a randomized
control trial, which reduces concerns regarding the in-
ternal validity of the study. We do not find evidence
that adverse selection was substantially reduced by
this policy change.

We find that both the distribution of ratings and the
rates of reviewing changed due to the simultaneous
reveal treatment. In light of this finding, we call for
caution in using realized ratings to measure quality.
In both Klein et al. (2016) and Hui et al. (2018), quality
is primarily measured through changes in realized de-
tailed seller ratings (DSRs). These papers argue that it
is unlikely that the switch to a one-sided system af-
fected DSR reviewing behavior, because DSRs are
anonymous and displayed only as averages. Airbnb’s
star ratings are, like eBay DSRs, anonymous and dis-
played only as averages to hosts during our study pe-
riod. We find that these star ratings are affected by the
simultaneous reveal treatment, even for the first trans-
action in the experiment for which there is no possibil-
ity of a reduction in moral hazard or adverse selection.
Therefore, for Airbnb and similar platforms, ratings
cannot be used to measure changes in quality without
an explicit model of reviewing behavior.

Last, reputation on Airbnb has been the subject of
other academic studies. For example, Zervas et al.
(2021) compared ratings of the same accommodation
on Airbnb and other digital platforms that have one-
sided reviews and found that ratings on Airbnb are
higher. We show that strategic considerations do not
explain these differences, because they have small ef-
fects on ratings. An earlier version of this paper, Frad-
kin et al. (2015) initially presented in 2014, contained
many of the results presented in this work and has in-
fluenced subsequent research regarding reputation on
Airbnb, including Proserpio et al. (2018) and Jaffe et al.
(2019). Proserpio et al. (2018) propose that the social
aspect of Airbnb transactions may affect realized qual-
ity in addition to reviewing behavior, whereas Jaffe
et al. (2019) show how transactions with low-quality
sellers reduce guests’ subsequent usage of the Airbnb
platform.

3. Theoretical Framework
The game of reciprocal reviewing with variable re-
view timing has not, to our knowledge, been formal-
ized in the preceding literature. Prior work has
instead made informal arguments about the effects of
reciprocal feedback, namely, that positive feedback in-
duces positive feedback in response and that negative
feedback triggers retaliation. In this section, we add
an additional component to the theory of reciprocal
reviewing, which we call the desire to unveil reviews.
This component provides an incentive for agents
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to review more often and more quickly in the simulta-
neous reveal reputation system. In the subsequent em-
pirical sections, we argue that prior theories of recip-
rocal reviewing are not sufficient by themselves, and
that the desire to unveil reviews helps to explain our
results.

We begin by summarizing the arguments in the pri-
or literature. Prior work is implicitly based on a utility
function consisting of the following terms:

1. An intrinsic cost (or benefit) from leaving a review.
This will vary across individuals so that some people
dislike reviewing whereas others like it.

2. A disutility from misrepresenting the quality of a
transaction in a review. This implies that absent other
forces individuals review honestly.

3. For a second review, a positive utility from submit-
ting a review with a reciprocal rating. For example, the
second reviewer may feel obliged to leave a positive re-
view once they read the positive review of the first
reviewer.

4. A benefit from having more and better reviews.
Because the first review affects the rate and type of sec-
ond reviews, the reviewer rationally takes this into ac-
count. The leads to more positive ratings and fewer
negative ratings in a first review relative to the situa-
tion where just the other components of the utility
function are present.

We can now compare the utility of reviewing in the
SR versus the review in turn (RIT) reputation systems.
We discuss the implications separately for the second
reviewer and then for the first reviewer. Throughout
the discussion below, we assume that the opportunity
to review first or second is exogenous.2

The second reviewer knows that her review will not
change anything about the first review. As a result,
term 4 drops out under both systems. In the SR sys-
tem, the second reviewer does not know the content
of the first review. As a result, she is not affected by
the content of the first review, and term 3 drops out.
In contrast, in the RIT system, term 3 remains. Because
term 3 increases the utility of reviewing, the utility of
reviewing is lower in the SR system and the review
rate is predicted to fall. This is the argument made by
Bolton et al. (2012) and confirmed in their laboratory
experiment.

The first reviewer in the SR system knows that the
content of the first review will not affect the content of
the second review. As a result, the first reviewer has
less reason to review and to do so positively in the SR
system than in the RIT system. Consequently, if the
only factor driving reviewing behavior were reciproci-
ty, then first reviewer’s review rate would be pre-
dicted to fall as well.

We now add one more term to the utility function,
which corresponds to the desire to unveil reviews.
Our theory states that the presence of a “hidden” first

review that can be revealed increases the utility of re-
viewing. Suppose you are a host who has received an
email notifying you of a new guest review. Naturally,
you would like to know what the guest said, but you
cannot until you review the guest. Furthermore, if
you expect the review is positive, you might also
want it displayed publicly as quickly as possible, so
that you can receive more bookings. This combination
of curiosity and strategic behavior motivates you to
leave a review right away, rather than wait.

Although it is standard to take strategic considera-
tions into account when studying markets, the role of
curiosity has less frequently been considered. The in-
formation conveyed in a review is similar to gossip
and other social information, which is the topic of
much of human conversation and has been shown to
trigger curiosity (Dunbar et al. 1997). More generally,
curiosity has been shown to strongly affect behavior
(see Loewenstein 1994, Silvia 2012). Given the similar-
ities between online reviews and other sources of so-
cial information, curiosity should also be present in
the setting of reviews.

The key consequence of the desire to unveil reviews
is that there will be more reviews and faster reviews
in the SR system. In particular, the second review
should arrive faster in the SR system than in the RIT
system. This prediction is opposite to the prediction
yielded by the standard reciprocity motive.

The desire to unveil reviews may also have an effect
on the speed of first reviews; namely, users may want
to write a quick first review in order to trigger a quick
second review. We posit that the effect on first review
timing will be smaller than the effect on second re-
view timing, because the existence of a treatment ef-
fect for first review timing depends on first reviewers
understanding that a quick first review will trigger a
quick second review. Given that we had to write this
research paper, it is reasonable to assume that many
first reviewers have not considered this implication of
the SR system.

To conclude the theoretical framework section, we
consider the effects of switching to an SR system on
ratings. The removal of the ability to condition the sec-
ond rating on the first in the SR system should result
in less inflated ratings and less correlation between re-
views (Bolton et al. 2012). The desire to unveil reviews
does not change this implication. Even in the SR sys-
tem, there may still be some reciprocity. For example,
the host may give a negative rating in anticipation of a
negative rating from the guest. Nonetheless, reviews
in the SR system should be less influenced by reci-
procity and should be more correlated with the under-
lying quality of the transaction (Hui et al. 2018, Klein
et al. 2016). If reviews are more informative, then
worse listings are less likely to be booked, or will be
forced to lower prices; that is, SR should reduce
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adverse selection. We measure the magnitude of the
effects on adverse selection in Section 9.

4. Setting
Airbnb describes itself as a trusted community mar-
ketplace for people to list, discover, and book unique
accommodations around the world. Airbnb has inter-
mediated over 400 million guest stays since 2008 and
lists over five million accommodations. Airbnb has
created a market for a previously rare transaction: the
rental of an apartment or part of an apartment for a
short-term stay by a stranger.

In every transaction, there are two parties: the host,
to whom the listing belongs, and the guest, who has
booked the listing. After the guest checks out of a list-
ing, there is a period of time (equal to 14 days for the
experimental analysis and 30 days for the pre-
experimental sample) during which both the guest
and host can review each other.3 Both the guest and
host are prompted to review via email the day after
checkout. The host and guest are also shown re-
minders to review their transaction partner if they log
onto the Airbnb website or open the Airbnb app (and
may receive notifications related to reviews). Re-
minders are also sent when the counterparty submits
a review or if the reviewer has not left a review after
certain, predetermined lengths of time. Users cannot
change their reviews after they have been submitted.

At the time of the simultaneous reveal experiment,
Airbnb’s prompt for guest reviews of listings con-
sisted of two pages asking public, private, and anony-
mous questions (shown in Figure 1). On the first page,
guests were asked to leave feedback consisting of

publicly displayed text, a one-to-five-star rating,4 and
private comments to the host.

The next page asked guests to rate the listing in six
specific categories: accuracy of the listing compared
with the guest’s expectations, the communication of
the host, the cleanliness of the listing, the location
of the listing, the value of the listing, and the quality
of the amenities provided by the listing. Rounded
averages of the ratings were displayed on each list-
ing’s page once there were at least three submitted re-
views. The second page also contained a question that
asked whether the guest would recommend staying
in the listing being reviewed. Overall ratings and re-
view text were required and logged more than 99.9%
of the time conditional on a guest review.5

The review prompt for host reviews of guests was
slightly different. Hosts were asked whether they
would recommend the guest (yes/no) and to rate the
guest in three specific categories: the communication
of the guest, the cleanliness of the guest, and how well
the guest respected the house rules set forth by the
host. Hosts were not asked to submit an overall star
rating. The answers to these questions are not dis-
played anywhere on the website. Hosts also submit-
ted written reviews that are publicly visible on the
guest’s profile page. Finally, the hosts could provide
private text feedback about the quality of their hosting
experience to the guest and separately to Airbnb.

5. The Simultaneous Reveal Experiment
We now describe the design of the simultaneous re-
veal experiment and reviewing patterns in the control
group. Prior to May 8, 2014, both guests and hosts
had 30 days after the checkout date to review each

Figure 1. (Color online) Review Flow on theWebsite

Fradkin, Grewal, and Holtz: Reciprocity and Unveiling in Reputation Systems
Marketing Science, 2021, vol. 40, no. 6, pp. 1013–1029, © 2021 The Author(s) 1017

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

13
6.

24
.5

4.
19

8]
 o

n 
09

 M
ay

 2
02

4,
 a

t 1
4:

48
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



other and any submitted review was immediately
posted to the website. This allowed for the possibility
that the second reviewer could retaliate against or re-
ciprocate the first review. Furthermore, because of
this possibility, first reviewers could strategically
choose to not review or attempt to induce a reciprocal
response by the second reviewer.

The experiment precluded this form of reciprocity
by changing the timing with which reviews are pub-
licly revealed on Airbnb. Starting on May 8, 2014, one-
third of hosts were assigned to a treatment in which
reviews were hidden until either both guest and host
submitted a review or 14 days had expired. Another
third of hosts were assigned to a control group where
reviews were revealed as soon as they were submitted
and there was a 14-day review period.6 Reviews were
solicited via email and app within a day of the guest’s
checkout. An email was also sent when a counterparty
submitted a review. Last, a reminder email was sent
close to the end of the review period.

Users in the treatment received different review-
related emails from users in the control. Figures 2 and
3 show the emails received by guests upon the end of
their stay and when the counterparty left a review first.

Figure 4 shows the analogous first emails for hosts.
During the simultaneous reveal experiment, Airbnb
was also making unrelated changes to the content of
review-related emails. In Online Appendix F, we dis-
cuss the potential impact of these changes on our re-
sults. Finally, both guests and hosts received a promi-
nent notification before starting a review (Figure 5).

5.1. Description of Reviewing Behavior in the
Control Group

Below, we describe reviewing behavior in the 14-day
control. Throughout Sections 5, 6, and 7, we focus on
the first transaction observed for each host either in
the treatment or in the control.7 We later turn to the ef-
fects of the experiment on subsequent reviews and
stays.

Our baseline sample consists of 119,789 transactions
starting with checkout dates on May 10, 2014, and
ending with checkout dates on June 12, 2014.8 On av-
erage, users review frequently and positively, with
hosts reviewing more positively and faster than
guests. In the control group, 68% of trips result in a
guest review, and 72% result in a host review. Re-
views are typically submitted within a few days of the

Figure 2. (Color online) Simultaneous Review Email—Guest

Figure 3. (Color online) Control Email—Guest
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checkout, with hosts taking an average of 3.8 days to
leave a review and guests taking an average of 4.7
days. The average time between a first and a second
review in the control group is 3 days. This is an im-
portant statistic for testing the desire to unveil re-
views, and we will return to it in Section 6.

Reviews are mostly positive. Conditional on a re-
view, 74% of guests leave a five-star overall rating, and
48% of guests submit fives for all of the category rat-
ings. Figure 6(a) displays the distributions of ratings
for reviews by guests and hosts. Both distributions are
skewed toward the right, with the majority of ratings
being four and five stars. Host reviews are even more
positive than guest reviews, with 86% of host reviews
containing five-star ratings for all categories.

Text comprises another important part of the re-
view that we incorporate into our analysis. We trained
a regularized logistic regression model on pre-
experiment data to classify the sentiment of reviews
and to determine the words and phrases associated

with negative reviews. A discussion of the training
procedure can be found in Online Appendix B.

In Figure 6(b), we show the share of negatively la-
beled text reviews by star rating in the control group.
Low star ratings by guests are typically but not always
associated with negative text. Ninety percent of
one- and two-star reviews by guests are classified as
negative, whereas three-star reviews have text that is
classified as negative 70% of the time. Hosts are less
willing to leave negative text even when they leave a
low category rating for the guest.

With regard to more positive reviews, negative
text is less prevalent but still exists. Guests write
negatively classified text 31% of the time for four-
star reviews and 9.2% of the time for five-star re-
views. This may be due to the desire for guests to ex-
plain shortcomings, even if they had a good experi-
ence. Another explanation, especially relevant to
five star reviews, is measurement error in our text
classification procedure.

Figure 4. (Color online) Host First Emails

Figure 5. (Color online) Simultaneous Reveal Notification

Notes. The figure displays the notifications shown to guests prior to seeing the review form. For hosts, the desktop notification had the word
“host” replaced with the word “guest.”
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6. The Desire to Unveil Reviews
In this section, we provide experimental evidence in
support of users’ desire to unveil reviews. As dis-
cussed in Section 3, if reviewing is driven by this de-
sire, then the SR treatment should increase review
rates and the speed of reviews, particularly following
a first review. In contrast, if the main effect of SR is to
reduce reciprocity, then we would expect review rates
to fall.

Table 1 shows the control and treatment means as
well as the treatment effect for review timing–related
variables. Review rates increase by 1.7% for the guest
and by 10% for the host. Importantly for the unveiling
explanation, the number of days between reviews falls
by 35%. This is much larger than the fall in the overall
time to review (17% for guests and 9.7% for hosts).

The large drop in the time between reviews suggests
that the first review triggers a much faster second re-
view in the SR treatment, as predicted by the desire to
unveil reviews. We now test for this formally by
modeling the time to review as a duration. In particu-
lar, we expect that in both the treatment and
the control, a first review increases the hazard of the
second review. This occurs because the first review au-
tomatically triggers an email sent to the counterparty,
which reminds the other user to review. Furthermore,
we predict that the first review has a larger effect on
second review hazard in the SR treatment, because the
second reviewer wants to reveal the review.

Our empirical specification is displayed below and
represents the canonical Cox proportional hazards
model:

λi t|xi( ) � λ0(t)exp x′iβ
{ }

: (1)

In the above equation, λi(t) is the hazard rate of re-
viewing for individual i at time t. Our covariates, xi,
include an indicator for the SR treatment, an indicator
for whether the time is after the counterparty (guest
or host) has reviewed, and an interaction between
treatment and being the first review. We are interested
in both the baseline effect of the treatment on review-
ing and the interaction term.

Table 2 displays estimates of Cox proportional haz-
ard models of review hazards for guests (columns (1)
and (2)) and hosts (columns (3) and (4)). We find that

Figure 6. (Color online) Rating Distributions

(a) Ratings Distribution (b) Negative Text Label Conditional on Rating
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Notes. The left panel displays the distribution of submitted overall ratings by guests and lowest category ratings by hosts in the control group of
the simultaneous reveal experiment. The right panel displays the prevalence of negative text review as predicted by a regularized logistic regres-
sion conditional on rating.

Table 1. Summary Statistics

Control mean Treatment mean Effect

Submits Review (guest) 0.68 0.69 0.01***
Submits Review (host) 0.72 0.79 0.07***
Days to Review (guest) 4.70 3.89 −0.81***
Days to Review (host) 3.80 3.42 −0.37***
Days Between Reviews 3.05 1.98 −1.07***
Days to First Review 3.33 3.01 −0.32***
Notes. This table displays mean outcomes in the control and
treatment, as well as treatment effects. The rating-related outcomes
are computed conditional on a review.

***p < 0.01.
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the treatment increases the overall hazard of reviews
for guests by 8% (column (1)) and for hosts by 23%
(column (3)), which is consistent with the fact that the
desire to unveil reviews causes faster reviews.

A key prediction of our theory is that the SR treat-
ment should cause an especially large effect on the
speed of the second review relative to the first. This is
because the second review instantly reveals the first
review. To test for this, we interact the treatment with
whether the counterparty has already reviewed (col-
umns (2) and (4)).9

We find that a first review increases the hazard of a
second review in both the treatment and the control.10

The interaction effect between the treatment and a
first review is 12% for guest second reviews of hosts
and 55% for host second reviews of guests. Both of
these interaction effects are statistically significant.

For both guests and hosts, we find that the effect of
the treatment on reviewing is mostly explained by
this interaction. To see this, compare the coefficient on
the treatment in columns (1) and (2). It falls from 1.08
to 1.01, meaning that the hazard of guest reviews does
not increase in the treatment until a host leaves a re-
view. Similarly, when comparing columns (3) and (4),
the baseline effect of the treatment on the hazard rate
falls from 1.23 to 1.11, meaning that the treatment
mostly increases host reviewing through the increased
speed of a second review.

The above evidence is consistent with a large effect
of the desire to unveil reviews. Not only do review
rates increase, but the hazard model shows that faster
second reviews after an initial first review explain
most of the total effect. We conclude that the desire to

unveil reviews is salient when the second review im-
mediately reveals the contents of the first review.

7. Reciprocity and Its Effects on Ratings
The above section demonstrated that, contrary to
the predictions of a model with only reciprocity, the
simultaneous reveal treatment caused review rates to
increase. This means that the desire to unveil reviews
was more influential than reciprocity in determining
review rates. We now show that the treatment effects
on ratings are consistent with a decrease in reciprocity
in the SR treatment.

Recall that because SR eliminates the ability to re-
ciprocate the rating of a first review, ratings should
decrease and should be less correlated between the
guest and host. Figure 7 displays the treatment effects
split by the star rating submitted (we do not condition
on whether a review is submitted). Consistent with
the first prediction, we see a pronounced increase in
reviews with two-to-four-star ratings. On the other
hand, reviews with five-star ratings do not increase
for guests and increase to a much lesser extent for
hosts.

Figure 7 also documents a fall in one-star ratings in
the treatment. We posit that this effect is also due to
reduced reciprocity; namely, when negative ratings
occur in the control group, they often trigger one-star
retaliatory reviews. Because the SR treatment prevents
guests from seeing the first review content, we ob-
serve fewer one-star ratings. One supporting piece of
evidence for this explanation is that the fall in one-star
ratings by guests is particularly large (66%) for cases

Table 2. Speed of Review Effects

Dependent variable

Relative Hazard of Review

Guest Host

(1) (2) (3) (4)

Treatment 1.080 1.014 1.230 1.108
t � 11.003*** t � 1.450 t � 31.003*** t � 12.560***

After Host 2.470
t � 86.862***

Treat × After Host 1.123
t � 8.276***

After Guest 1.989
t � 63.448***

Treat × After Guest 1.554
t � 30.948***

Number of Events 82,055 82,055 90,034 90,034
R2 0.001 0.084 0.006 0.089

Notes. This table displays the relative hazard estimated from Cox proportional hazard regressions where the outcome is whether a review a
submitted by the guest (columns (1) and (2)) or the host (columns (3) and (4)). The terms After Host and After Guest refer to an indicator for
whether the time was after the submission of the review by the counterparty.

***p < 0.01.
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in which the first review contains negative text. We
see a similar pattern for host reviews after a negative
guest review. That said, one-star reviews are rare;
there are just 290 one-star reviews in the control group
and 201 one-star reviews in the treatment group.

Next, we test the prediction that review content be-
tween guests and hosts should be less correlated as a
result of the SR treatment. We measure the correlation
in reviews across two different measures: the labeled
review text and the lowest rating (including subrat-
ings). Across both measures, we find large and statis-
tically significant decreases in the correlation of
ratings. The correlation of positive text fell by 50%
(standard error of 6.7%), and the correlation of ratings
fell by 48% (standard error of 4.4%).

In summary, the changes in the observed ratings and
the fall in the correlation between guest and host ratings
are consistent with the simultaneous reveal treatment
reducing reciprocity. In the next section, we consider al-
ternative explanations for our empirical findings, in-
cluding whether the effects on ratings are caused by
changes in who reviews, rather than reductions in re-
ciprocal behavior among those who do review.

8. Alternative Explanations of
Experimental Effects

In this section, we consider alternative explanations
for the treatment effects of the simultaneous reveal
policy. We focus on two main threats to our interpre-
tation. First, it could be the case that increases in

review rates are caused by unintended changes in
Airbnb’s review solicitation emails. Second, it could
be that changes in the submitted ratings are caused by
changes in who reviews, rather than in changes to
how people review. We discuss both of these threats
below and relegate additional robustness concerns to
Online Appendix F.

8.1. Do Unintended Changes in the Email Explain
Increases in Review Rates?

Recall that the emails in Figure 2 and Figure 3 differed
not only in the information that they convey, but also
in the size of the “Leave a review” button and the spe-
cific email text (i.e., “Thank you for your part in build-
ing our worldwide community!”). It could be the case
that these confounding changes—and not reciprocity
or the review unveiling explanation—explain the
treatment effects we observe. Below, we argue that
these changes are unlikely to explain the treatment ef-
fects, given that the design changes are more pro-
nounced in the first email, but we find larger effects
for the second email.

Consider the fact that the large blue button is pre-
sent for both the first treatment email, which is sent
immediately after checkout, and the second treatment
email, which is sent after the first review has been left.
If the button increased review rates, this increase
would manifest for reviews occurring both after the
first email and after the second email. Furthermore,
only the first email has text asking the reviewer to be
“prompt and honest.” If this text increased review

Figure 7. (Color online) Effects of Experiment on Reviews
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Notes. This figure displays the percentage change (relative to the mean in the control group) in reviews of a given type due to the treatment. The
standard errors used for the 95% confidence intervals are calculated using the delta method. Transactions with no label, such as when there is no
review, are treated as zeros for the purpose of this calculation.
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rates, it would only have increased the rate of first re-
views, not second reviews. Combining these two hy-
pothesized effects, we would expect design changes
to the review emails to have a larger effect on the rate
of first reviews than on the rate of second reviews. We
instead observe that the effects of the treatment are
largest for the reviews submitted after the second
email (Table 2). In fact, our hazard models show that
for guests, the treatment effect on review rates shows
up only after the host has submitted a review.

A related point is that there are other ways in which
users may learn about the treatment policy, and these
are not affected by the confounding email text. Users
are alerted to the new policy not only in the review
email, but also during the review flow. Anyone
logged in on Airbnb.com or on the app is also shown
an alert asking them to submit a review. In summary,
although we acknowledge that confounding changes
to the email text may have effects, we believe they are
unlikely to explain the increased review rates we
observe.

Last, there was some variation in the email text sent
to the treatment group over the course of the experi-
ment. We believe these variations in the email text do
not undermine our tests of the desire to unveil re-
views, and we provide further evidence for this argu-
ment in Online Appendix F.

8.2. Does Selection into Who Reviews Explain
the Fall in Average Ratings?

We now consider an alternative explanation for the
observed changes to ratings in the treatment.
Dellarocas and Wood (2007), Fradkin et al. (2015), and
Brandes et al. (2020) all argue that who selects into re-
viewing affects rating distributions. Because the si-
multaneous reveal treatment increased review rates, it
could be the case that changes in ratings are explained
by a change in the composition of reviewers, rather
than a fall in reciprocity as argued in Section 7. We
use the methodology of principal stratification (Fran-
gakis and Rubin 2002, Ding and Lu 2017) to show that
the observed changes in ratings are not caused solely
by changes in the selection of reviewers.

Principal stratification is a procedure for identifying
the effects of a treatment for latent subgroups in the
experimental sample. The effects on these subgroups
provide insight into the causal mechanisms underly-
ing the overall treatment effects. In our setting, we
posit that there are three latent types of individuals:

Always reviewers. These individuals review regard-
less of whether they are in SR or the control.

Compliers. These individuals are induced to review
by the SR treatment and would not review if they were
in the control condition.

Never reviewers. These individuals never review.

Any effect of the treatment on always reviewers is,
by definition, free from selection. The method of prin-
cipal stratification by principal scores (Ding and Lu
2017) allows us to estimate this treatment effect. The
key assumption required for implementing principal
stratification is called weak general principal ignora-
bility. It states that the expected outcome, conditional
on submitting a review, is independent of latent strata
(complier and always reviewer) when controlling for
covariates.11 This is a strong condition, but is made
more plausible by the availability of pretreatment co-
variates such as historical ratings by guests and hosts,
as well as trip characteristics including whether there
were customer service complaints.

The procedure is conducted in several steps. We first
use a logistic regression trained on data from the con-
trol group to predict the choice of whether to review as
a function of user- and trip-level covariates. Similarly,
we use a logistic regression in the treatment group to
predict the decision to not review using the same cova-
riates. Once we have these probabilities, we can calcu-
late the probability that (conditional on covariates) a
user is a never reviewer, always reviewer, or complier.
Finally, we can use a weighting procedure to calculate
the stratum-specific causal effects. We discuss the de-
tails of this procedure in Online Appendix E.

To evaluate the fit of our predictive models, we
consider our ability to predict reviewing behavior
out-of-sample. We use a 10-fold cross-validation pro-
cedure. This procedure produces out-of-sample pre-
dictions that we use to calculate the area under the
curve (AUC) of the receiver operating characteristic
and generate a calibration plot for these predictions.
For host reviews of guests, we achieve an AUC of
0.74, whereas for guest reviews of hosts, we achieve a
lower AUC of 0.64. Both of these AUC measurements
are better than the null of no predictive power. The
predictions are also well calibrated (Figure A1 in the
online appendix).

Using the principal stratification approach, we find
that the treatment does change reviewing behavior for
the always reviewers—those individuals who would
review regardless of treatment status. Figure 8 dis-
plays the causal effects for this set of users. We see a
pattern of treatment effects consistent with our base-
line results. The always reviewers are caused to sub-
mit more two-to-four-star ratings relative to one- or
five-star ratings as a result of the treatment, and to
leave more negative text. In other words, the treat-
ment not only changed which Airbnb users left re-
views, but also how Airbnb users reviewed their
counterparties conditional on leaving feedback.12

One concern about the principal stratification proce-
dure is that it assumes monotonicity, which may be
violated if the absence of reciprocity in the treatment
causes some individuals to not review. We follow
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Ding and Lu (2017) in testing for the robustness of our
results to violations of the monotonicity assumption.
We call individuals who would review in the control
but not in the treatment defiers, following the stan-
dard terminology in settings of experimental noncom-
pliance. We assume that that number of defiers is 33%
of the number of compliers and recompute the always
reviewer causal effects (Figure A3 in the online appen-
dix). We find very similar results, showing that mod-
est violations of monotonicity do not overturn our
findings.

In summary, we have shown that the effects of the
simultaneous reveal on ratings are not caused by
changes in who selects into reviewing. Instead, they
are caused by changes in the ability of reviewers to
condition ratings on the content of the first review.

9. Effects on Adverse Selection
We now discuss the effects of the treatment on the se-
lection of transacting users. If the treatment had its in-
tended effect, then transactions with low-quality users
should become less likely in the treatment and trans-
actions with high-quality users should become more
likely (Airbnb 2014). Prior observational and laborato-
ry work studying bilateral reputation systems has
argued that removing retaliation and reciprocity re-
duces adverse selection for sellers (Hui et al. 2018).
We use our experiment to study the effects of simulta-
neous reveal on adverse selection in Airbnb and find
precisely estimated null effects.13

We begin by describing the ways in which simulta-
neous reveal may affect adverse selection. First,
simultaneous reveal reviews were less influenced by
reciprocity, which should in theory make them more
reflective of user experiences. This more accurate in-
formation should create better (although possibly
fewer) matches as it redistributes demand from worse
listings to better listings.14 However, the simultaneous
reveal policy does not just cause an increase in review
accuracy—it also increases the speed and total num-
ber of reviews due to the desire to unveil reviews. Be-
cause induced reviews are typically positive, this may
cause an increase in demand for the treated listings,
which are more likely to be rated.

One way to measure the potential impact of the pol-
icy is to consider the distribution of average ratings
for listings in the treatment and control groups after
the first review. Because hosts have already accumu-
lated many reviews, the initial effect of the policy on
average ratings at the listing level is small. We plot
the difference in realized average ratings for the treat-
ment and control groups in Figure 9. We find small
differences, with the control group having slightly
more listings with an average rating close to five stars.

Next, we measure the effects of the treatment on
listing outcomes. We focus on two kinds of outcomes.
The first are measured exclusively in the experimental
period. During the experimental period, the differ-
ences between reviews in the treatment groups should
be most pronounced. However, there will have been

Figure 8. (Color online) Always Reviewer Causal Effects
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Notes. This figure displays the percentage change (relative to the mean in the control) in reviews of a given type due to the treatment. The stan-
dard errors used for the 95% confidence intervals are calculated using the percentile bootstrap method. Transactions with no label, such as when
there is no review, are treated as zeros for the purpose of this calculation.
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less time for those reviews to affect subsequent guest
and host behavior.

Table 3 shows precisely estimated zeros for the log
of nights in the experimental period and log of aver-
age booked price per night in the experimental period.
The estimates for the log of revenue are less precise
but are still not statistically distinguishable from zero.

We then look at outcomes through the end of 2014.
Note that because the treatment was launched platform-
wide in July 2014, both treatment groups were partially
treated using this outcome metric. We find precisely es-
timated zeros on the log of bookings through 2015 and
whether the listing is active in 2015. In summary, the ex-
posure of listings to the simultaneous reveal treatment
does not affect aggregate demand.

As discussed above, we also predict that worse-
quality listings should receive less demand than high-

quality listings as a result of the treatment.15 Such a
decrease in demand for ex ante worse listings would
represent a reduction in adverse selection. We pro-
pose two proxies for listing quality that are unaffected
by the treatment and use these to test for heteroge-
neous treatment effects.

Table 4 displays the specifications that interact the
treatment with measures of listing quality. We add
two interaction variables. The first of these is the ratio
of five star ratings to total transactions occurring prior
to the experiment. We call this the effective positive
percentage (EPP) as in Nosko and Tadelis (2015), who
argue that this is a good proxy for quality. We also
add an indicator for whether we can measure the EPP
because it is undefined when there are no prior trans-
actions. As intended, a higher EPP is associated with
better subsequent listing outcomes even in the control,

Table 3. Treatment Effects on Listing Outcomes

Dependent variable

Log(Nights in Exp.) Log(Price in Exp.) Log(Rev. in Exp.) Log(Bookings by 2015) Active in 2015
(1) (2) (3) (4) (5)

Treatment −0.010 −0.005 −0.025 0.002 −0.003
(0.006) (0.005) (0.019) (0.004) (0.002)

Controls included Yes Yes Yes Yes Yes
Observations 119,550 73,234 119,550 119,550 119,550
R2 0.262 0.411 0.219 0.631 0.078

Notes. This table displays the treatment effects on listing outcomes after the first transaction in the experiment. Controls are included for greater-
than-median EPP, whether the EPP is calculable, log of prior bookings, log of the first price, and whether the guest submitted a customer service
complaint. Columns with “in Exp.” in the dependent variable refer to outcomes calculated only through June 12, 2014, the end of the
experimental period. In column 3, “Rev.” refers to the revenue of the listing during the experimental period. There are fewer observations for the
price variable, because we cannot measure transaction prices for hosts who did not transact after the initial transaction in the experiment.

Figure 9. (Color online) Distribution of Average Ratings at a Listing Level

Note. This figure displays the distribution of the average rating across reviewswithin a listing following the first transaction in the experiment.
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meaning that it is a good proxy of listing quality.
However, the interaction of this variable with the
treatment is close to zero and not statistically signifi-
cant. We conduct a similar exercise with another
proxy of quality—the occurrence of a customer service
complaint during the first transaction in the experi-
ment.16 We find that customer service complaints are
associated with worse subsequent listing outcomes
even in the control. However, we find no statistically
significant interaction effects with the treatment. To
summarize, we do not find decreases in adverse selec-
tion using two proxies for listing quality.

One may also be concerned that the small average
treatment effects mask other types of heterogeneity not
identified by our proxies for low-quality listings. For
example, a marginal positive or negative review my
have large effects for a subset of listings. We test for
this by comparing the distribution of bookings through
2014 between the treatment and control. Figure A4 in
the online appendix shows that these distributions are
very similar. We also conduct a Kolmogorov–Smirnoff
test on the equality of these distributions and fail to re-
ject the null (p � 0.6296). This confirms that earlier ex-
posure to the treatment had, at most, negligible effects
on average market outcomes. We discuss the implica-
tions of these findings in the next section.

10. Discussion
Reputation systems are an important component of a
well-functioning online marketplace. However, be-
cause informative reviews are public goods, reputa-
tion systems do not capture all relevant information,
and observed ratings may be biased. These systems
may be especially difficult to design for peer-to-peer
markets in which services are exchanged. In these set-
tings, market participants can review each other and
may meet in person, resulting in reciprocity and retali-
ation within the review system. To our knowledge, all
major platforms with two-sided review systems have
implemented systems where users are unable to see
their counterparty’s review before writing their own.
However, reviews are unveiled to the reviewer only
on some platforms (Upwork and Freelancer) but not
on others (Lyft and Uber). In this paper, we study the
effects of a simultaneous reveal policy intended to re-
duce reciprocity and to improve market outcomes.
Our results suggest that whether the review is un-
veiled plays a critical role in the effects of the simulta-
neous reveal design.

We find that the simultaneous reveal policy in-
creased review rates and decreased the average va-
lence of reviews. It also reduced retaliatory one-star
reviews as well as the correlation between guest and

Table 4. Tests of Adverse Selection

Dependent variable

Log(Nights in Exp.) Log(Price in Exp.) Log(Rev. in Exp.) Log(Bookings by 2015) Active in 2015
(1) (2) (3) (4) (5)

Treatment −0.009 −0.007 −0.023 0.005 −0.001
(0.009) (0.007) (0.029) (0.006) (0.004)

>Median EPP 0.067*** 0.049*** 0.222*** 0.054*** 0.039***
(0.010) (0.007) (0.030) (0.006) (0.004)

No EPP −0.034*** −0.047*** −0.282*** −0.023*** 0.001
(0.013) (0.012) (0.040) (0.008) (0.005)

Customer Service −0.160*** −0.016 −0.484*** −0.108*** −0.036**
(0.038) (0.032) (0.119) (0.024) (0.016)

Log(Num. Prior Bookings) 0.335*** 0.034*** 0.869*** 0.542*** 0.038***
(0.003) (0.002) (0.008) (0.002) (0.001)

Log(First Price) −0.140*** 0.339*** −0.298*** −0.140*** 0.014***
(0.003) (0.003) (0.010) (0.002) (0.001)

Treat × >Median EPP −0.005 0.0005 −0.005 −0.008 −0.005
(0.013) (0.010) (0.042) (0.008) (0.006)

Treat × No EPP 0.004 0.012 −0.007 0.002 0.002
(0.016) (0.015) (0.051) (0.010) (0.007)

Treat × Customer Service 0.034 0.039 0.076 −0.043 −0.031
(0.054) (0.046) (0.170) (0.034) (0.022)

Observations 119,550 73,234 119,550 119,550 119,550
R2 0.262 0.411 0.219 0.631 0.078

Notes. This table displays the treatment effects on listing outcomes after the first transaction in the experiment. Controls are included for greater-
than-median EPP (>Median EPP), whether the EPP is calculable, log of prior bookings, log of the first price, and whether the guest submitted a
customer service complaint. Columns with “in Exp.” in the dependent variable refer to outcomes calculated only through June 12, 2014, the end
of the experimental period. In column 3, “Rev.” refers to the revenue of the listing during the experimental period. There are fewer observations
for the price variable. This is because we cannot measure transaction prices for hosts who did not transact after the initial transaction in the
experiment.

**p < 0.05; ***p < 0.01.
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host ratings. The effects we find are due to at least two
factors: a reduction in reciprocity and what we refer
to as the desire to unveil reviews. We also note that al-
though the relative effects of the treatment on reviews
are substantial—the treatment increased reviews with
negative text by over 12% for both guests and hosts—
the absolute effects are small. For example, negative
review text by guests occurs in just 8.7% of transac-
tions in the control, so only a small share of transac-
tions are affected by this treatment.

The ultimate goal of reputation system changes
should be to improve the quality of transactions in the
market. For example, the intention of the simulta-
neous reveal policy was to make reviews more com-
mensurate with experienced transaction quality, with
the idea that more informative reviews will lead to
better matches. Of the factors we document, the re-
duction in reciprocity should indeed have this
intended effect. On the other hand, the informative
value of additional reviews induced by the desire to
reveal review information is uncertain. We study
whether simultaneous reveal led to better matches
and reduced adverse selection and find that it did not.
Note that the null effects we find may be driven by
the fact that the experiment ran for a relatively short
period of time prior to simultaneous reveal reviews
being launched across the entire site.

We draw several other lessons about reputation sys-
tems from our results. First, although it is widely
known that review information can be biased, it is less
acknowledged that magnitude of this bias can change
over time due to changes in the reputation system de-
sign. This can be true even for aspects of the review
that are anonymous and/or private and, consequent-
ly, expected to be less subject to bias. The simulta-
neous reveal treatment only affected the timing of the
disclosure of review text to a counterparty. Nonethe-
less, the treatment changed both review text and star
ratings.

Another lesson we draw is that real world review-
ing behavior may be hard to replicate in a laboratory
setting. The laboratory tests of the simultaneous re-
veal policy conducted by Bolton et al. (2012) showed
decreases in review rates whereas we found increases.
We show that this can be explained by the desire to
unveil reviews, a motivation for reviewing not present
in the laboratory experiment. Other potentially impor-
tant differences between our setting and the laborato-
ry include differences in the underlying distribution
of transaction quality and the presence of social, rath-
er than strategic, reasons for submitting high ratings.

We do not exhaustively study the determinants of
Airbnb’s ratings distribution. For instance, social in-
teractions before, during, or after a stay on Airbnb
may lead market participants to omit relevant

information from their reviews. Furthermore, not all
users submit reviews on Airbnb. If those that opt out
of reviewing have lower quality experiences, reviews
on the platform will tend to be more positive. Our
principal stratification results demonstrate that who
selects into reviewing can affect the observed rating
distribution. It is also possible that reviewers leave
different types of feedback when they know their
name and account will be publicly associated with re-
view text. There is room to explore designs that allow
reviewers to opt out of associating their reviews with
their profiles.

The ratings distribution is also influenced by plat-
form enforcement actions including listing removals
and penalties in search rankings. For example,
Airbnb’s trust and safety team has filtered approxi-
mately 970,000 problematic listings from the platform
(Swisher 2019). We do not know the importance of
these actions.

Finally, reviews may describe how an experience
compared with the reviewer’s own expectations, rath-
er than describing an experience’s absolute quality.
For example, for cheaper Airbnb listings, guests may
not expect hotel-quality amenities and service from
the host. It should be possible to design review sys-
tems that separate expectation-based ratings from
more objective evaluations. Indeed, Airbnb has tried
to create this separation by asking guests about specif-
ic features of a home and grouping listings by those
features. “Airbnb Plus” homes not only have high
ratings, but are also visited in person by an Airbnb
representative to ensure quality, amenities, and the ac-
curacy of the listing description. Similarly, “For
Work” homes are those that have WiFi, a work space,
and self check-in. The extent to which these comple-
mentary reputation mechanisms affect market out-
comes remains a question for future work.
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Endnotes
1 Reciprocity has also been studied in other digital settings. Lorenz
et al. (2011) use an experiment to show how adding social informa-
tion to a wisdom of crowds task increases bias, and Livan et al.
(2017) find evidence of reciprocity in content platforms.
2 There is also an incentive in the RIT system to wait until the other
party reviews in order to threaten retaliation. Our data does not
suggest that this is an important motivation on Airbnb. Hosts typi-
cally review first and more positively than guests. This is true even
though hosts have much more to lose from a negative review than
guests (Cui et al. 2020). We interpret this as evidence that most
hosts value the benefit of inducing a positive review more than the
benefit of waiting to threaten a negative review.
3 There were some cases where a review was submitted after the
14- or 30-day time period. This occurred because of the manner in
which emails were batched relative to the time zone, modifications
to the trip parameters, or bugs in the review prompt system.
4 In the mobile app, the stars are labeled (in ascending order)
“terrible,” “not great,” “average,” “great,” and “fantastic.” The stars
are not labeled on the main website during most of the sample period.
5 See Online Appendix A for additional details on the logging of
review-related data.
6 A final third were assigned to the status quo before the experi-
ment, in which reviews were released as soon as they were submit-
ted and there was a 30-day review period. We do not focus on the
status quo in this paper because the difference in the reviewing pe-
riod may have had an effect separate from the simultaneous revela-
tion of reviews.
7 We do this because we are, for the time being, interested in the ef-
fects of the experiment on reviewing behavior rather than on ad-
verse selection, which may affect subsequent transactions and re-
views. Because guests and hosts in this sample did not know about
the change to the review system before the trip, they cannot adjust
their match to the new policy. In contrast, for subsequent transac-
tions, the treatment may affect selection into transactions. Further-
more, this sample restriction allows us to avoid issues due to
spillovers between multiple listings managed by the same host.
8 Although randomization began for trips ending on May 7, 2014,
we exclude trips with checkouts between May 7 and May 9, 2014,
because of inconsistencies in logging treatment assignments on
those days. Online Appendix A recreates our main results with a
sample that excludes any host with a trip ending on these days.
This appendix also includes details regarding treatment assignment
logging issues on June 6 and June 7, 2014. Because we analyze only
each host’s first trip during the experiment and this span of days oc-
curs toward the end of the experiment, these logging issues do not
substantively affect our results. Note that the experiment ran all the
way until the public announcement and launch of the policy to the
entire platform. We do not use data from close to the launch in our
main analysis because reviewing behavior may have been affected
by the launch.
9 We find similar results in a linear model where the outcome vari-
able is whether a review by a user comes within a day after a review
by the counterparty (Table AIII in the online appendix).
10 The fact that even in the control group a first review speeds up
the second may be explained by one of three factors. First, the first
review may serve as a reminder. Second, the first review may in-
duce a reciprocal obligation to review. Last, the speed of guest and
host reviews may be correlated with each other due to unobserved
heterogeneity.
11 An analogous assumption regarding never reviewers and com-
pliers in the control holds trivially because they do not submit
reviews.

12 The composition of ratings submitted by compliers is displayed
in Figure A2 in the online appendix. The ratings left by compliers
are typically lower than those of always reviewers.
13 We can also reject large effects of the treatment on subsequent
guest outcomes (Table AIV in the online appendix).
14 Klein et al. (2016) propose a toy model of reviewing, retaliation,
and market outcomes. In their model, eliminating retaliation indu-
ces more honest (lower) ratings and causes seller exit and increased
effort provision. Because our treatment had effects on review quan-
tity and speed in addition to reducing average ratings, these simple
predictions do not necessarily apply to our setting.
15 Another possibility is that the treatment reduces moral hazard,
which we were unable to test for because we cannot measure quali-
ty. Using realized ratings, in the treatment, as measures of quality,
as in the prior literature, is problematic because the treatment af-
fects ratings in ways other than through quality.
16 We exclude customer service complaints that occur after the
transaction has finished because they may be affected by the
treatment.
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